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Abstract: Minimax optimization has become a central tool for modern machine
learning with applications in generative adversarial networks, robust training, rein-
forcement learning, etc. These applications are often nonconvex-nonconcave, but the
existing theory is unable to deal with the fundamental difficulties this poses. In this
talk, we will overcome these limitations, describing the convergence landscape of the
classic proximal point method on nonconvex-nonconcave minimax problems. We find
that a classic generalization of the Moreau Envelope not only smoothes the original
objective but can convexify and concavify it based on the interaction between the
minimizing and maximizing variables. When interaction is sufficiently strong, we de-
rive global linear convergence guarantees. When interaction is weak, we derive local
linear convergence guarantees under proper initialization. Between these two settings,
we show undesirable behaviors like divergence and cycling can occur.
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This talk is part of the School of Mathematical and Statistical Sciences
Seminar Series, and will take place from 11:15AM to 12:05PM through
Zoom: an invitation will be forwarded to everyone soon.
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